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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Introduction 

This chapter reviews the relevant literature on mobile money authentication algorithms and 

schemes, vulnerabilities and security attacks, and the mechanism for securing mobile money 

authentication schemes. The review is divided into the: (a) concept of authentication, (b) types of 

authentication mechanisms, (c) mobile money system architecture, (d) authentication factors used 

in mobile money, (e) threat model, (f) countermeasures for mobile money authentication attacks, 

(g) studies related to mobile money and mobile banking systems, (h) the security technologies, (i) 

the theoretical framework, and (j) conclusion. 

2.2 Concept of authentication 

User authentication has become paramount in financial technologies like mobile money because 

of the increasing security and privacy issues. Hammad et al. (2020) and Zaidi et al. (2021) define 

authentication as the process of confirming the identity of a user that requests access to a system 

resource, network, or device by matching the data received from the user with database data to 

prove their identity. User authentication can be executed from the device or a server (Baig & 

Eskeland, 2021). Authentication provides a security solution that requests users to have direct 

access to secure real-time information from the device, system resources, or network by availing 

either the knowledge factor, the possession factor, the biometric factor, or a combination of these 

factors (Vangala et al., 2021; Thomas & Mathew, 2021).  

The authentication factors must be convenient for users and secure to protect the stored 

information (Zaidi et al., 2021). The main aim of user authentication is to verify the legitimacy of 

the user trying to access the device, system resources, or network so that unauthorised users are 

prevented from accessing confidential information and services (Hayikader et al., 2016; Shi et al., 

2021; Katsini et al., 2021; Wang et al., 2021). It also helps to ensure the security and privacy of 

legitimate users (Zhang et al., 2021). Authentication factors are categorised into knowledge, 

possession, inherence, location and behaviour.  
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Table 1:  Summary of the authentication factors and their examples 
S/No Authentication factors Example 

1. Knowledge factors 

(Something you know) 

Usernames & Passwords, PINs, answers to 

secret questions 

2. Possession factors 

(Something you have) 

SIM card, mobile phone, Smart card, OTP 

token, FIDO2 security key. 

3. Inherence factors 
(Something you are) Fingerprint, face, iris, retina, voice. 

4. Location factors 

(Somewhere you are) 

GPS signal, Wi-Fi locator, RFID reader 

location, IP addresses. 

5. Behaviour factors 

(Something you do) 
Gestures, keystroke dynamics, touch dynamics. 

2.3 Types of authentications 

Single sign-on (SSO), single-factor authentication (SFA), 2FA, and MFA are the four types of 

authentications used to verify users. 

2.3.1 Single sign-on (SSO)  

Single sign-on is where a user is authenticated with a single login credential to access multiple 

services or system resources without the system requesting a repeated login procedure 

(Ramamoorthi & Sarkar, 2020; Kebande et al., 2021). For example, with the same account and a 

single sign-on, Google, PayPal, Facebook, Microsoft, Alibaba, and Tencent allow users to access 

many network systems using the SSO protocols (Bao et al., 2019). A single sign-on aims to reduce 

the number of multiple authentications and credentials (e.g., passwords) remembrance by the user 

in a particular period (Lazarev et al., 2016). It provides improved security & compliance, monitors 

user accounts, and does not need users to remember multiple login credentials (Karunanithi & 

Kiruthika, 2011; Ramamoorthi & Sarkar, 2020). In addition, the process is convenient since it 

requires a single login credential (Kebande et al., 2021). Much as SSO provides numerous 

benefits, there is a high risk of the single password being compromised by attackers and is also 

vulnerable to identity theft and authentication issues (Lazarev et al., 2016; Kebande et al., 2021).  

2.3.2 Single-factor authentication (SFA) 

Rahav (2018) defines SFA as an identity verification process where the authenticating party 

requires users seeking access to the system to provide a single attribute linked to their identity. 

SFA is widely adopted because of its simplicity and user-friendliness and is a low-cost alternative 
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to authenticate users (Ometov & Bezzateev, 2017; Ometov et al., 2018; Ibrokhimov et al., 2019). 

Examples of SFA include using a PIN to unlock a smartphone or a username and password to log 

into an e-mail account. However, many organisations and companies opt for a more secure 

authentication method(s) for their systems and applications because SFA is the weakest 

authentication method for verifying users in online transactions (Ometov & Bezzateev, 2017). It 

is hard to remember the authentication factors like PINs and usernames & passwords. In addition, 

they are susceptible to shoulder-surfing attacks, guessing attacks, social engineering attacks, 

MITM attacks, replay attacks, and brute-force attacks (Rahav, 2018). Figure 1 shows an example 

of SFA. 

 
Figure 1:  Single-factor authentication (Ometov et al., 2018) 

2.3.3 Two-factor authentication (2FA) 

Dutson et al. (2019) and Reynolds et al. (2020) define 2FA as an identity verification process 

where the authenticating party requires users seeking access to the system to provide two attributes 

linked to their identities, such as a knowledge factor and possession factor or inherence factor. 

For example, mobile money users must have mobile phones and PINs to perform transactions 

(Reynolds et al., 2020). The 2FA is widely implemented in Facebook, Twitter, Google, and banks 

because it helps strengthen the security against account compromise (Reese et al., 2019; Dutson 

et al., 2019; Reynolds et al., 2020). The primary purpose of 2FA is to boost the security of 

password-based authentication systems by making them useless in case it is compromised by an 

attacker who does not have the second factor (Reynolds et al., 2020). Nevertheless, the 2FA is 

perceived by users as difficult to adapt; it is susceptible to eavesdropping attacks, MITM attacks, 

Trojan attacks, and phishing attacks (Ometov et al., 2018; Dutson et al., 2019). Likewise, the 

attackers can compromise the second factor of authentication (Zhang et al., 2018). Figure 2 shows 

an example of 2FA.  

 
Figure 2:  Two-factor authentication (Ometov et al., 2018) 
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2.3.4 Multi-factor authentication (MFA) 

Ibrokhimov et al. (2019), Boonkrong (2021), and Kebande et al. (2021) define MFA as an identity 

verification process where the authenticating party requires users seeking access to the system to 

present multiple authentication credentials linked to their identity to ensure the security of the 

account. The primary purpose is to increase the safety of the authentication systems, services, 

information, and privacy so that it is challenging for attackers to compromise (Ometov et al., 

2018; Devasena, 2018; Vorakulpipat et al., 2021). For MFA to be successfully implemented, one 

of the verification factors must be kept away from the device for accessing the system or resources 

(Australian Cyber Security Centre [ACSC], 2019). The MFA provides a higher security level 

through multiple user login credentials to protect the devices, systems, and resources from 

intruders (Taher et al., 2019; Ibrokhimov et al., 2019; Vorakulpipat et al., 2021; Chishti et al., 

2021; Kebande et al., 2021). It also helps achieve consistency in organisations (Lone & Mir, 

2021). Much as the MFA provides increased security, it does not prevent passwords or password-

hash from being stolen (Obaidat et al., 2020). Figure 3 is a typical example of multi-factor 

authentication. 

 
Figure 3:  Multi-factor authentication (Ometov et al., 2018) 

2.4 Mobile money system architecture 

The mobile money system encompasses diverse components such as networks, mobile money 

subscribers, IT administrators and other administrators, financial institutions, base transceiver 

stations, databases, software, servers, and other core components of the MNO. It is also connected 

to internal and external interfaces and platforms to offer complete commercial functionality 

(Nyamtiga et al., 2013b; McGrath & Lonie, 2013; Pareek & Khandaker, 2018). All the 

components must work jointly to achieve the primary goal of the mobile money system (Ali et 

al., 2020a). Figure 4 illustrates the architecture of the mobile money system. 
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time passwords are used to provide secure user authentication because they have a high level of 

randomness and are effective for a short time and one login session (Imamah, 2018; Janakiraman 

et al., 2018). It should be noted that OTPs are generated from the server side and sent to the user 

for authentication. Upon the user receiving the OTP message, they must enter the OTP into the 

system to verify their identity. The user is successfully authenticated if the entered OTP matches 

the copy stored on the server side (Srivastava & Sivasankar, 2016; Sharma & Nene, 2020; 

AbouSteit et al., 2020). After the user and the service provider mutually agree on how to deliver 

the OTP, it is encrypted and shared with the user in a secure network to complete their 

authentication process (Sharma & Nene, 2020; AbouSteit et al., 2020). Short message service, e-

mail, and OTP applications are different means of delivering OTP to the user. However, SMS is 

the most common method for sending OTPs to users because it is easy and cheap (AbouSteit et 

al., 2020). With the use of OTP in 2FA, it helps prevent shoulder-surfing attacks, reverse 

engineering, MITM attacks, replay attacks, eavesdropping attacks, identity theft, spoofing attacks, 

brute-force attacks, and phishing attacks (Zadeh & Barati, 2019; Iftikhar et al., 2019; AbouSteit 

et al., 2020; Khalid et al., 2020). Furthermore, there is no need to remember OTP (Wu et al., 

2021). Much as OTPs solve many problems passwords and PINs encounter, they are vulnerable 

to SIM-swapping, wireless SMS OTP interception, malware, and physical access to the mobile 

phone that receives the OTP (Reyes et al., 2018; Lei et al., 2021). 

2.5.4 Quick response (QR) code  

With the in-depth advancement of mobile technology and the internet of things (IoT), there is 

widespread adoption and usage of secure technology like quick response code (QR code) in all 

walks of life. Quick response code is a two-dimensional barcode of a black and white square-

shaped module used to encode, store, process, and transmit information that can only be decoded 

with the help of a QR code scanner or QR code scanner App installed on the smartphone 

(Devendra, 2021; Shaik, 2021; Kurniawan et al., 2021). A bit of data is described in each module, 

and the black square stores a value of 1 while the white stores 0. The black and white squares 

allow encoding/decoding of information (Sabri et al., 2021; Cho et al., 2021). Quick response 

codes can encode 7089 numeric characters, 4296 alphanumeric characters, letters, symbols, 2953-

byte characters, and 1817 Kanji/Kana (Chou & Wang, 2020; Sabri et al., 2021; Din et al., 2021; 

Shaik, 2021; Cho et al., 2021). Quick response Codes are being implemented in many fields, such 

as transactional payment, tourism, information security, manufacturing, e-commerce, health, 

marketing, transportation, warehouse, life sciences, inventory tracking, office automation, product 

tracking, education, gaming industry, mining because of its large storage capacity and fast 
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Figure 6: The categorisation of physiological and behavioural biometrics (Ali et al., 

2020a) 

Some of the physiological and behavioural biometrics used in authenticating mobile money 

subscribers are: 

(i) Fingerprint recognition 

Fingerprint recognition is a broadly used biometric recognition system in computerised systems 

today because of the incorporation of the best biometrics features. Fingerprint recognition refers 

to the automated and visual verification where people are identified based on the patterns of ridges 

and valleys found on their fingertips (Dasgupta et al., 2017; Yang et al., 2021). The surface of the 

fingerprint contains raised folds of skin known as ridges which are separated by valleys. The 

numerous landmark points called minutiae describe the ridges, and examples of the minutiae are 

ridge endings, crossovers, cores, and bifurcations (Fingerprints, 2017). The ridges and valleys 

form a pattern on the fingertip shown in the fingerprint. Yang et al. (2021) stated that even 

identical twins do not have the same fingerprints.  

Enrolment and authentication are the two main phases of fingerprint recognition (Priya, 2017). 

The enrolment phase involves the acquisition of a fingerprint, extraction of the feature, and storage 

of the template. The authentication phase involves the acquisition of a fingerprint, extraction of 
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and automatic control systems, industrial fields, government, military, banking, social welfare, e-

commerce, passport checking, law enforcement, voter verification, healthcare, education 

(Sharmila et al., 2019; Geetha et al., 2021; Zhiqi, 2021; Paul et al., 2021; Badave & Kuber, 2021). 

For example, Zadeh and Barati (2019) implemented face recognition to improve mobile banking 

security. 

Face recognition is mainly adopted in applications because of its uniqueness, security, and 

accuracy, and it requires a camera for verification that is easy to install and use (Abbas et al., 

2017; Shavetov & Sivtsov, 2020; Thomas, 2021). Much as face recognition is implemented in 

many applications, they encounter many challenges such as similar faces, face deformation, age 

factor, illumination changes, direction, occlusion, pose and expression changes, shading, and 

dynamic background (Li, 2019; Sahu & Dash, 2020; Luo et al., 2021; Guha, 2021; Badave & 

Kuber, 2021). 

(iii) Iris recognition 

One of the reliable and acknowledged technologies in pattern recognition is iris recognition. 

Danlami et al. (2020) and Lee et al. (2021) define iris recognition as the process of identifying 

people using the unique patterns and features of the iris, compared with the iris template stored in 

the database. Iris is defined as the ring-shaped coloured area between the black pupil with a white 

sclera which has a unique structure and layer to manage the pupil to regulate the amount of light 

that enters the eye (Patil & Vasanth, 2019; Pattar, 2019; Gunasekaran & Muthuraman, 2020). The 

iris development in fetal life starts at 3 months, and the unique iris pattern begins to form one year 

after birth. This uniqueness of the iris is also between the identical twins, the left and right iris, 

thus, making it the best feature for biometric recognition (Vishwakarma & Patel, 2019; Danlami 

et al., 2020). Extracting information from either the left or right iris of a person can be used to 

develop a more accurate biometric system (Bharadi et al., 2018). Leonard Flom and Alan Safir 

recommended the iris for biometric identification in 1987, and John Daugman implemented the 

first iris recognition in 1994 (Ramli et al., 2017). Iris recognition uses high-resolution pupil 

images to perform pattern recognition. The image resolution helps to present all the information 

for recognition (Ribeiro et al., 2019; Radojicic et al., 2020).  

Iris recognition consists of the enrolment and verification phases like fingerprint, face, iris, and 

voice recognition. Locating the iris position, iris image acquisition, iris localisation or 

segmentation, iris normalisation, feature extraction, and matching are the sub-processes during 






























































































































































































































































































































































































































