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ABSTRACT 

Deep learning-based advanced driver assistance systems (ADAS) have attracted interest from 

researchers due to their impact on improving vehicle safety and reducing road traffic accidents. 

In Uganda, road accidents have continued to soar with an increase of up to 42% in 2021 due to 

the growing road traffic density. To curb the high rates of road accidents, especially for heavy-

duty vehicles, Kiira Motors Corporation a state-owned mobility solutions enterprise needs 

advanced driver assistance systems for improved safety of their market entry products the 

Kayoola buses. This project presents an approach to vehicular safety enhancement through the 

implementation of a Lane Departure Warning (LDW) and Blind Spot Detection system (BSD) 

using advanced deep learning algorithms that will be able to alert the driver using the graphical 

user interface, and auditory feedback. The system was developed based on the MobileNet 

architecture and the Kayoola Buses manufactured by Kiira Motors Corporation were used as 

the project case study. A purposive sampling technique was used to select the study participants 

focusing on targets automotive manufacturers, bus companies, cargo truck operators, and 

passengers. Two distinct datasets which included the DET dataset with raw event data from 

5424 images of 1280×800 pixels and the TuSimple dataset of 6,408 road images specifically 

captured on highways were used for model training. The resultant BSD and LDW system are 

realized on the Raspberry Pi platform, incorporating diverse sensors which include radar 

sensors, ultrasonic sensors, gyroscope and accelerometer sensors. By combining these 

advanced features, the study not only bridges an essential research void but also offers a 

practical resolution to pressing road safety concerns in the East African context. The 

implementation of a BSD and LDW system through deep learning techniques marks a pivotal 

advancement in vehicular safety. The lane detection model was tested on Dataset for Lane 

Extraction (DET) and TuSimple datasets. Our model attained a mean model accuracy (F1 

Score) of 77.59% and a mean IoU of 65.26% on the DET and an overall accuracy of 97.96% 

on the TuSimple dataset. User acceptance tests were carried out to validate and ascertain 

whether the developed system addressed the needs of the prospective users. The tests were 

carried out with a total of 150 users to validate the functionality of the system. The anticipated 

real-world implementation is poised to substantiate the system's effectiveness, thereby 

contributing to safer roads regionally and inspiring innovation in automotive engineering by 

leveraging artificial intelligence.   
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CHAPTER ONE 

INTRODUCTION 

1.1 Background of the Problem 

With reference to the World Health Organization (WHO) June 2022 report, roughly 1.3 million 

individuals succumb to road accidents annually (WHO, 2022). Maintaining proper lane 

position and distance from the vehicle in front can be challenging as extended driving is 

exhausting for drivers. Drivers are also susceptible to fatigue, drowsiness, inattentiveness, and 

other distractions like smartphones, entertainment, and navigation systems which compromise 

safety. 

Kiira Motors Corporation (KMC) a state-owned mobility solutions enterprise is looking 

forward to developing advanced driver assistance systems for improved safety of their market 

entry products- the Kayoola buses. These include both the Kayoola Diesel buses which are 

designed for long-distance travel and the Kayoola EVS buses which are low-floor electric 

intercity buses (KMC, 2023). These buses are designed with state-of-the-art functionalities and 

KMC envisions advancing their level of autonomy. 

One of the crucial systems found in self-driving vehicles that helps create a safer driving 

environment is the Advanced Driver Assistance System (ADAS). Its goal is to reduce driving 

errors by preventing vehicle from colliding, improving flow of traffic, hence advancing safety. 

The ADAS includes features such as Automatic Braking (Madhuri & UmaMaheswari, 2019), 

Adaptive Cruise Control (Yu & Wang, 2022), Lane-Keeping Assist (Farah et al., 2021) and 

Drowsiness Detection (Ziryawulawo et al., 2023) among others. 

Driving for long periods on straight highways and good roads can cause fatigue in the driver, 

increasing the likelihood of accidents. To improve vehicle safety, early warning systems for 

lane departure and blind spots are beneficial. Lane detection is crucial in developing semi-

autonomous driving technologies and is an important precursor to fully automated vehicles. By 

identifying the horizontal markings on painted road surfaces, lane detection draws boundaries 

around the lanes, making it possible for the vehicle to navigate its way through them 

(Keatmanee et al., 2018). Subsequently, lane tracking builds on this technology by utilizing 

previously detected markers to adjust its position based on a motion algorithm, while using 
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temporal consistency to detect lane markings in sequence with each new frame (Feniche & 

Mazri, 2019). 

In this project, a BSD and LDW system using advanced deep learning techniques is developed. 

The prototype demonstrates the potential for improved real-time detection and enhanced 

vehicle safety. The Agile development approach, particularly Extreme Programming (XP), 

ensured efficient end-user involvement throughout the project. 

1.2 Statement of the Problem 

In Uganda, the number of road accidents increased by 42% according to the 2021 Annual Police 

Report (Walekhwa et al., 2022). The task of staying in the correct lane and maintaining a safe 

distance from the vehicle in front can be challenging for drivers, as they must remain focused 

on the road for extended periods. The transport sector in East Africa, including Uganda, plays 

a critical role in the region's economic development. However, road accidents continue to be a 

major challenge, with a high number of fatalities and injuries reported each year.  

According to WHO, road traffic accidents are a leading cause of fatalities globally, with 

significant economic and social implications. In Uganda, an increase in motorization has led to 

a rise in road accidents. The rate of motorization doubled from approximately 739 036 vehicles 

in 2012 to 1 228 425 in 2022, contributing to a staggering increase in recorded road crash 

fatalities. There were an estimated 1.19 million road traffic deaths in 2021; this corresponds to 

a rate of 15 road traffic deaths per 100 000 population (WHO, 2022).  

Lane departure and blind spot events are among the major causes of road accidents in East 

Africa. While ADAS systems such as BSD and LDW have been developed to address these 

issues, majority have been implemented as separate systems using computer vision techniques 

which are faced with challenges like variations in lighting, object occlusions, and 

ineffectiveness in dealing with complex real-world scenarios. However, recent advancements 

in deep learning provide an opportunity to integrate these systems and improve their accuracy. 

Therefore, there is a need for real-time BSD and LDW systems that can detect and classify 

objects accurately to provide more precise warnings to drivers in critical situations. 
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1.3 Rationale of the Study 

The transport sector in East Africa, including Uganda, is important for economic development. 

However, road accidents continue to be a major challenge, with many fatalities and injuries 

reported each year with averagely 24 people dying per 100 road crashes (Osuret et al., 2021). 

The BSD and LDW systems have been effective in reducing accidents in developed countries, 

but are not widely used in East Africa due to factors such as high costs and limited access to 

technology. 

The project aimed at developing a BSD and LDW system prototype that is affordable, reliable, 

and suitable for the unique driving conditions in East Africa, particularly in Uganda. The 

project is justified because it could enhance road safety, be more cost-effective than separate 

systems, be tailored to local conditions, and contribute to innovation and knowledge creation 

in the field of automotive engineering, particularly in the context of East Africa. By developing 

the BSD and LDW system prototype, the project could potentially improve road safety and 

save lives in the region. 

1.4 Research Objectives 

1.4.1 General Objective 

To develop a deep learning-based system for enhanced blind spot detection and lane departure 

warning for the Kayoola Buses. 

1.4.2 Specific Objectives 

The study aimed to achieve the following specific objectives: 

(i) To identify requirements for developing a blind spot detection and lane departure 

warning system. 

(ii) To design and implement a deep learning-based blind spot detection and lane departure 

warning system. 

(iii) To validate the developed deep learning-based blind spot detection and lane departure 

warning system. 
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1.5 Research Questions 

The study intended to answer the following questions: 

(i) What are the essential requirements for a blind spot detection and lane departure 

warning system using deep learning? 

(ii) How can the deep learning-based blind spot detection and lane departure warning 

system be designed and implemented? 

(iii) What is the validity of the developed blind spot detection and lane departure warning 

system in line with the end-user requirements? 

1.6 Significance of the Study 

The development of an effective BSD and LDW System using machine learning techniques 

can significantly improve road safety in East Africa, reducing the number of accidents and 

fatalities on the roads. By deploying a deep learning-based blind spot detection (BSD) and lane 

departure warning (LDW) systems, operators can continuously monitor vehicle positioning to 

identify potential safety hazards in real-time. This therefore allows for timely intervention and 

alerts to drivers, thereby reducing the risk of collisions and ensuring enhanced road safety. 

Beyond the direct impact on road safety, the deployment of efficient BSD and LDW systems 

shall yield environmental benefits. By reducing the frequency of accidents, the system will help 

minimize vehicular emissions associated with traffic congestion and collisions. Furthermore, 

by promoting smoother traffic flow and more efficient driving behaviors, they contribute to 

overall reductions in carbon emissions and air pollution, aligning with sustainability goals and 

environmental conservation efforts. By promoting a safer driving environment, the system 

contributes to the overall well-being of all road users. This includes drivers of other vehicles, 

pedestrians, and cyclists.  

By leveraging state-of-the-art deep learning techniques, the project contributes to advancing 

the technological landscape of automotive safety systems. The project will contribute to the 

growing body of knowledge on the application of deep learning techniques in the automotive 

industry, and can be used as a basis for further research and development of similar systems in 

other parts of the world. 
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1.7 Delineation of the Study 

The project focuses on the design and development of a deep learning-based system for lane 

departure warning and blind spot detection. This project presents an approach to vehicular 

safety enhancement through the integration of BSD and LDW systems using advanced deep 

learning algorithms. The scope of the project was limited to development of the deep learning 

model as well as the graphical user interface for alerting the user in the event of detected objects 

in blind spots and lane departure events. The resultant BSD and LDW system are realized on 

the Raspberry Pi platform, incorporating diverse sensors. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Related Works 

Several studies have emphasized the importance of utilizing technological interventions in 

mitigating road accidents. These interventions seek to address the causes of accidents, 

including but not limited to driver distraction and fatigue. Several interventions have been 

developed in the East African context with the prime goal of reducing road traffic accidents. 

Masatu et al. (2022) developed a smart mobile-based application aimed at mitigating road 

accidents in Tanzania by employing smartphone sensors to provide voice and image 

notifications about road signs thereby enhancing driver attentiveness. Ziryawulawo et al. 

(2023) developed an algorithm for detecting driver drowsiness with the aim of improving safety 

of the Kayoola Buses in Uganda. 

The related works for this study focused mainly on BSD and LDW systems employing machine 

learning techniques. 

2.1.1 Lane Departure Warning 

 Numerous studies employed machine learning techniques in conjunction with ADAS systems 

to recognize the driver's intentions for lane change control so as not to misjudge the intentions 

of the driver. It has been demonstrated that machine learning is useful for estimating, 

categorizing, and forecasting system behavior. For determining the driver's intentions, 

researchers have focused on classification methods including the Bayesian network, Hidden 

Markov Model, and Support Vector Machine (Deng et al., 2020). 

Lane detection tasks have witnessed significant advancements due to the application of deep 

learning methods (Li et al., 2021). These advancements have resulted in numerous strategies 

meant to improve the performance of lane detection compared to previous methods. Deep 

learning algorithms, for instance, Convolutional Neural Networks (CNNs), are essential role 

in this progress, with CNNs being widely used in various tasks, including ROI generation, 

filtering, and tracking (Munir et al., 2022). Popular CNN architectures, such as AlexNet (Xie 

et al., 2017), have demonstrated exceptional feature extraction capabilities in computer vision, 

resulting in the proposal of several outstanding neural networks for lane detection. ResNeXt 
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(Xie et al., 2017), ResNet (Zhang et al., 2022), RNNs, LSTMs, and FCN (Eichelberger & 

McCartt, 2016) are among the other deep learning methods that have been utilized for lane 

detection in continuous frames and semantic segmentation. The adoption of these techniques 

has accelerated the development of lane detection approaches, leading to improved accuracy 

and performance (Lu et al., 2019; Zakaria et al., 2018; Zhang, et al., 2020). 

Du et al. (2015) presented a vision-based approach for detecting lanes based on adaptive 

thresholding of the ridge-enhanced image, using the image’s histogram. An intensity 

assessment is carried out to complete the operation. The major limitation of the research was 

the reliance on computer vision which did not adequately demonstrate the model's capability 

to accurately estimate vehicle pose information relative to the road, such as the camera pitch 

angle. 

A lane detection technique was proposed by Joy et al. (2022) by concentrating on a collection 

of real-time image data. The noise is removed using a Gaussian filter after the red-green-blue 

(RGB) picture has been converted to grayscale. The Canny Edge Detector finds margins with 

notable intensity differences. The Hough Line Transform detects the edges in identified lane 

markings of the clever image after masking all but the area of interest in the clever image. In 

order to represent identified lane lines, a pixel value based on the Hough transform is 

superimposed onto the original picture. The study has certain limitations, as it did not include 

all possible scenarios with varying road and weather conditions due to the extra workload 

required for data collection and labelling. Additionally, the study did not incorporate the 

integration of blind spot detection, which could potentially improve safety. 

To improve the precision of ADAS systems in recognizing the intention of the driver intention 

to change lanes, offer a unique preprocessing technique as a workable option (Kim et al., 2017). 

Artificial neural network (ANN) algorithms that replicate the complex vehicle dynamics and 

simulations of various driving scenarios are incorporated into the model together with data 

from traditional onboard sensors, enhanced vehicle states, and road surface condition estimates. 

Sensor data is used to train these ANN models using data from a driving simulator, which 

offers extra road and vehicle data. A limitation of the study is that it did not test the model on 

real traffic scenarios of varying characteristics. Furthermore, the study did not explore other 

advanced deep-learning algorithms. 
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Irshad et al. (2017) proposed an on-the-spot lane recognition algorithm based on a mobile 

camera attached to the dashboard of a vehicle. A road image is taken, and the model then 

detects any lane markings that are represented by straight lines. A region of interest (ROI) is 

determined for the right and left lanes and lines outside ROI are removed. A point of 

convergence is determined using the line's right and left ROI, and some lines are discarded 

according to how far away from this convergence point they are. A limitation of the study is 

that it solely focused on low-resource platforms utilizing classical machine learning and did 

not explore other advanced deep-learning algorithms. 

Fakhfakh et al. (2020) introduced a novel algorithm based on a Bayesian framework to tackle 

the challenge of detecting sharply curved lanes. The algorithm utilizes a unique approach to 

modelling the trajectory over each section of the lane using hyperbolas. Contours extracted 

from the preprocessed input image are then fitted to the chosen analytical model to characterize 

the lanes. A Bayesian framework is employed to estimate hyperparameters of N hyperbolas 

and delineate the curved lane throughout the image, even in challenging settings. The major 

limitation of the study is the inadequacy of sampling of the lane detection. 

Teo et al. (2021) presented a cost-effective approach to lane departure warning (LDW) that 

leverages a combination of computer vision techniques. The system employs Adaptive Canny 

Edge Detection, Lane Detection, Gabor Filters, Hough Transformation, and multithreading to 

achieve performance by relying on Euclidean distance and departure angle calculations to 

determine the vehicle's position relative to lane markings. The system utilizes the directional 

nature of lane markings, allowing for their effective extraction from the road surface even under 

challenging lighting conditions caused by shadows. The major limitation of the study is the 

inability to cater for diverse weather changes. 

2.1.2 Blind Spot Detection 

Chang et al. (2018) developed an algorithm for detecting blind spots that can be used both 

during the day and at night. The algorithm makes use of Gabor feature extraction and motion 

analysis to identify cars in the blind spots. During the daytime, Gabor feature extraction is 

employed to track cars, inside and outside lane lines in the landscape. After detection, the 

motion of the car prospects is evaluated using the Horn-Schunck technique, which eliminates 

incorrect judgments. In the nighttime, the algorithm makes use of the headlights of oncoming 

vehicles. The image is first binarized, and the light area is divided into two groups. This study 
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however relied on classical machine learning as opposed to deep learning for better 

classification. 

A blind-spot detection algorithm proposed by Muzammel et al. (2022) employed multiple 

CNNs and faster R-CNN as the object detector. Two different approaches/models based on 

CNNs were presented. Two CNNs were utilized for feature extraction, and the outputs were 

combined and passed through another custom-designed CNN. The semantic features from this 

approach were then used by faster R-CNN to detect vehicles. In another implementation, two 

ResNet models were combined for feature extraction. A limitation of the study is that it did not 

explore the combination of more than two CNNs with faster R-CNN and did not conduct a 

parametric study to determine the accuracy and frame rate of such integration. 

A HOG-based Descriptor and Support Vector Machine-based system was proposed (Jung & 

Yi, 2018) with an algorithm consisting of various steps. First, a rear camera image frame sets 

the window for vehicle tracking in the blind spot region on either the left or right side. 

Estimating the direction of movement for identified cars based on previous detections is then 

carried out. Finally, a signal is generated to alarm in case of any vehicles in the blind spot. The 

basic algorithm achieved a precision of 98.62% and a recall of 99.82% for urban areas and 

highways, respectively. The high-speed algorithm yielded a precision of 97.26% and recall of 

99.65% according to the authors' report. A limitation of the study is that it only monitored the 

blind-spot region based on the rear-view camera using an embedded device without any 

computing accelerator.  

Rangesh and Trivedi (2019) proposed a multi-object tracking model that extends upon the 

existing framework for Multiple Object Tracking (MOT) proposed by Wu et al. (2018). The 

proposed framework can process object proposals from numerous sensors and can handle a 

variable number of sensors to generate continuous object tracks. Furthermore, the proposed 

approach tracks objects directly in the real world, as opposed to traditional techniques that track 

objects solely in the image plane. The study, on the other hand, did not consider integrating the 

lane departure and blind spot monitoring. Additionally, deep learning was not utilized to 

improve the classification process. 

Zhao et al. (2019) proposed a real-time approach utilizing a camera-based system and an 

AlexNet-based neural network. Four distinct neural networks were used, including networks 

based solely on Visual Geometry Group blocks, networks combining depth-wise separable 
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convolution with either residual learning or the squeeze-and-excitation module, and a network 

combining all three components. A limitation of the study is that it did not encompass all road 

traffic scenarios due to the added load required to gather and label data and the model's 

effectiveness in accounting for sloped roads did not incorporate geography data from sensing 

elements and adjusting the blind spot region accordingly. 

De-Raeve et al. (2020) proposed a blind spot detection and warning system using Bluetooth 

Low Energy (BLE) communication, offering an alternative to camera- and radar-based 

systems. This BLE-based approach identifies all vulnerable road users around the truck 

compared to traditional camera or radar systems. The system employs five detection nodes on 

the truck that advertise their presence, while a wearable scanner carried by the vulnerable road 

user detects and interprets these signals, triggering warnings for both parties. The limitation of 

the system is that it requires the road users to have the BLE devices at all times and does not 

give visual warnings to the driver. 

2.2 Technical Research Gap 

While existing research has explored Advanced Driver-Assistance Systems (ADAS) for blind 

spot detection (BSD) and lane departure warning (LDW), these systems are typically developed 

and implemented independently.  Furthermore, they often rely on computer vision techniques.  

While computer vision has played a significant role in ADAS development, it faces limitations 

in real-world scenarios due to factors like variations in lighting, object occlusions, and 

difficulty handling complex traffic situations. Recent advancements in deep learning offer an 

opportunity to overcome these limitations. By implementing BSD and LDW within a deep 

learning framework, real-time, high-precision object detection and classification is achieved, 

leading to more accurate and timely warnings for drivers in critical situations.  
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CHAPTER THREE 

MATERIALS AND METHODS 

3.1 Project Case Study 

The study was carried out at Kiira Motors Corporation a state enterprise championing the 

nascent automotive industry in Uganda. The scope was to develop a deep learning-based lane 

departure warning and blind spot detection system that will be deployed in the Kayoola buses 

to improve their road safety. The system components were designed and implemented, and the 

system was integrated into the Kayoola buses. 

3.2 Target Population 

The research study targets automotive manufacturers, bus companies, cargo truck operators, 

and passengers. The Kayoola buses manufactured by Kiira Motors Corporation were used as 

the project case study.  

3.3 Sampling Technique and Sample Size 

The target population for this research was bus drivers, fleet operators and cargo truck operators 

in Uganda. A purposive sampling technique was employed to determine the study participants. 

Purposive sampling is a non-random sampling technique where individuals who possess 

specific characteristics or knowledge are selected to participate in the study (Junus et al., 2023). 

In this case, 125 participants were selected to participate in the deployment of the system and 

to validate the performance of the BSD and LDW systems. This sample size was calculated 

from a sample of 250 drivers and passengers at Kiira Motors Corporation with a confidence 

interval of 95%. 

3.4 System Requirements  

The process of system analysis involved identifying the functional requirements that outline 

the tasks the system must perform, as well as the non-functional requirements that detail how 

the system operates. These requirements were gathered from various sources, such as potential 

users and stakeholders, through focus group discussions and were continually updated and 

improved overtime. 
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3.4.1  Functional Requirements  

These are the requirements that outline the fundamental tasks and operations that a system 

should perform. This encompasses a variety of aspects such as the types of inputs that the 

system can accept, the output of information that the system provides, the storage of data that 

can be used by other systems, the computational and processing tasks that the system can 

perform, and the scheduling and synchronization of the processes and data involved.  

3.4.2 Non-functional Requirements  

These requirements encompass a wide variety of system aspects such as performance, security, 

usability, scalability, reliability, and maintainability. These requirements serve as a set of 

guidelines to ensure that the integrated lane departure warning and blind spot detection system 

meets the expectations of its stakeholders and performs optimally in the Kayoola buses.  

3.5 Data Collection Methods 

Data was gathered using a combination of methods, including document examination, 

observation, desktop research, a survey questionnaire, and the comparison of industry-standard 

practices. The data obtained consisted of both qualitative and quantitative data, and another 

segment comprised media files such as photos and videos.  

3.5.1 Desktop Research and Benchmarking 

This entailed a re-examination, interpretation, and assessment of historical information about 

passenger safety and security systems within the realm of public transportation. The principal 

aim was to discern how this historical data and the existing systems could provide insights for 

guiding the study and advancement of the new system. This process contributed to establishing 

a fundamental theoretical grasp of security and safety systems, thus serving as a basis for 

implementation enhancements. 

3.5.2 Questionnaire 

The Google Forms questionnaire was created and distributed to during the requirements 

gathering and system validation phases. The questionnaires included a wide variety of 

questions seeking to understand the user expectations during the requirements gathering and 

to understand the user perspective of the developed system during system validation.  
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3.5.3  Interviews 

We conducted interview sessions with a selected number of crucial system stakeholders, 

primarily focusing on project owners and financiers who hold the primary decision-making 

authority and play a pivotal role in ensuring its integration within the organization. The 

insights gathered from these stakeholders played a crucial role in assessing the system's 

viability before proceeding with its design and development. 

3.5.4  Document Review 

This encompassed a thorough review of various materials and documents related to the 

organization, including those produced by the organization itself and related sources such as 

vehicle engineering drawings, specifications for different bus parts and materials, standard 

guidelines and procedures. The main objective was to gain insights into the organization's 

operations, objectives, and the products it delivers. This assessment aimed to determine the 

alignment of the passenger security system within the organization and to devise optimal 

strategies for its implementation to align with the organization's goals and fulfil end-user 

requirements. 

3.6 Data Analysis 

Python was employed as the primary tool for conducting data analysis due to its flexibility and 

robust support for data manipulation. For quantitative and multiple-choice data, the analysis 

included the generation of frequency tables and visualizations like pie charts to provide a 

structured summary of the data and facilitate clear interpretation. 

In handling free-response data, both thematic coding and sentiment analysis techniques were 

employed to extract comprehensive insights from the collected information. Thematic coding, 

implemented using Python and the Natural Language Toolkit (NLTK) library, facilitated the 

identification of recurring themes and patterns within the free-response data. Simultaneously, 

sentiment analysis, utilizing natural language processing tools, was applied to discern the 

sentiments expressed in the responses. Google Analytics was also used to analyze data 

collected from the survey responses. 
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3.7 System Development  

For this project, the Agile software development life cycle (SDLC) was utilized to ensure an 

iterative and collaborative approach to the software development process. Specifically, the 

focus was on Extreme Programming (XP), which emphasized continuous testing and 

integration, frequent releases, and customer involvement throughout the development cycle. 

The XP also emphasizes the importance of teamwork and communication, with developers 

working closely together and with customers to ensure that the software meets their needs.  

3.8 System Operation 

The BSD and LDW systems will work by continuously monitoring the vehicle's surroundings 

using a combination of sensors and cameras. The sensors will detect the proximity of the 

vehicle relative to other vehicles or pedestrians, while the cameras capture images of the road 

lanes as well as other vehicles and pedestrians. These inputs are processed by a deep learning 

algorithm to detect any deviations from the vehicle's lane or the presence of other vehicles and 

or objects in the blind spots. 

If the system detects a potential hazard, it will alert the driver through a visual or auditory 

warning. The warning will be customizable depending on the severity of the situation, and can 

also be adjusted based on the driver's preferences. 

The system will operate in real-time, meaning that it will continuously process the sensor and 

camera inputs and generate warnings as soon as a potential hazard is detected. The system will 

be designed to be reliable and accurate, with a low false positive rate to avoid unnecessarily 

alarming the driver. 

3.8.1 Hardware Tools and Requirements 

(i) Raspberry Pi 

The Raspberry Pi serves as the main processing unit for the BSD and LDW system. This 

versatile single-board computer offers ample computing power and a wide range of interfaces, 

making it well-suited for controlling and coordinating the various components of the system. 

It handles data processing, decision-making, and communication with other hardware 

components, playing a central role in the overall system operation. 
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(ii) Screen 

A screen was included in the system to display visual warnings to the driver. The screen 

provides real-time visual feedback about potential lane departure or blind spot events, allowing 

the driver to take prompt action to avoid collisions. The screen was integrated into the vehicle's 

dashboard for optimal visibility. The clarity and readability of the screen are crucial in ensuring 

effective communication of warnings to the driver. 

(iii) Buzzer 

A buzzer was used to provide auditory warnings to the driver. The buzzer sounds an alert in 

the event of detected lane departure or blind spot events, drawing the driver's attention to the 

potential hazard. The loudness and distinctiveness of the buzzer are carefully chosen to ensure 

it can effectively alert the driver without causing distraction or discomfort. 

(iv) Camera 

A camera captures images of the vehicle's surroundings, which are processed by the deep 

learning algorithm to detect lane departure or blind spot events. The cameras were mounted on 

the vehicle's exterior near the side mirrors, to provide comprehensive coverage. The resolution, 

field of view, and image quality of the camera were important factors in ensuring accurate 

detection of lane departure or blind spot events. 

(v) Analogue to Digital Converters 

The ADCs were used to convert analogue signals from various sensors, such as proximity 

sensors and accelerometers, into digital signals that can be processed by the Raspberry Pi. 

These converters play a critical role in ensuring the accurate and reliable conversion of sensor 

data, which is used by the system's algorithms for detecting lane departure or blind spot events. 

(vi) The MPU6050 

The MPU6050, a microelectromechanical system (MEMS), serves as a vital cornerstone in the 

blind spot detection system, empowering it with essential motion-sensing capabilities. This 

sophisticated sensor has an accelerometer and a  gyroscope, enabling it to measure and track 

different motion-related parameters, including velocity, orientation, acceleration and 

displacement. 
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Table 1:     The MPU6050 device connection 

Raspberry Pi MPU6050 

Pin 6 (GND) Ground (GND) 

Pin 1 (3.3 V) Power (VCC) 

Pin 5 (SCL) SCL 

Pin 3 (SDA) SDA 

(vii) The HC-SR04 Ultrasonic Sensor 

The HC-SR04 Ultrasonic distance sensor plays a pivotal role in the blind spot detection system, 

utilizing its two ultrasonic transducers to accurately measure distances and detect objects. One 

of the transducers functions as a transmitter, converting electrical signals into 40 KHz 

ultrasonic sound pulses. The other transducer acts as a receiver, listening for the transmitted 

pulses and producing an output pulse whose width correlates with the distance travelled by the 

pulses. This straightforward yet effective mechanism allows for non-contact range detection 

with an accuracy of 3 mm. 

Table 2:     Left ultrasonic sensor connection 

Raspberry Pi HC-SR04 

Pin 14 (GND) GND 

Pin 12 (GPIO 18) TRIG 

Pin 2 (5 V) VCC 

Pin 18 (GPIO 24) ECHO (5 V) 

Table 3:     Right ultrasonic sensor connection 

Raspberry Pi HC-SR04 

Pin 9 (GND) GND 

Pin 4 (5 V) VCC 

Pin 13 (GPIO 27) ECHO (5 V) 

Pin 11 (GPIO 17) TRIG 
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3.8.2 Software Tools and Requirements 

(i) Visio Studio Code 

The Visio Studio Code editor was used for writing Python scripts for both the lane detection 

module and the blind spot monitoring module.  The editor supports intelligent code refactoring, 

version control and auto-completion. 

(ii) Proteus 

Proteus is a circuit design software which was used for designing the schematic as well as the 

PCB layout of the circuit. 

(iii) Fritzing 

Fritzing is a circuit design software which was also used in addition to Proteus for designing 

the schematic as well as the breadboard circuit.  

(iv) Python 

Python is a robust object-oriented programming language and supports deep learning tasks. 

The deep learning algorithms for lane detection were written in Python. The graphical user 

interface (GUI) for this project was also developed using Kivy which is an open-source Python 

framework that supports cross-platform application development. 

(v) Thonny IDE 

This is a Raspbian-based integrated development environment that was used for writing scripts 

on the Raspberry Pi. Thonny is best suited for Python and was used for running the main scripts 

for the lane departure warning module and the blindspot detection module. 

(vi) Nvidia Geforce RTX 3050 

The Nvidia Geforce RTX 3050 was the graphics card used for training the model. This high-

performing GPU enabled training and optimisation of the model. 
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3.9 System Design 

The system is designed with an array of sensors which include cameras and proximity sensors 

mounted on the bus as shown in Fig. 10. The sensor array is responsible for capturing 

environmental parameters such as lane markings and nearby objects. The deep learning 

algorithm processes the sensor data and detects lane departure and blind spot events in real 

time. The deep learning model was trained on a large dataset of annotated images using the 

MobileNet CNN architecture as the core neural network to learn patterns and make predictions. 

The BSD and LDW system works by continuously monitoring the vehicle's surroundings using 

a combination of sensors and cameras. The sensors detect the proximity of the vehicle relative 

to other vehicles or pedestrians, while the cameras capture images of the road lanes as well as 

other vehicles and pedestrians. These inputs are processed by a deep learning algorithm to 

detect any deviations from the vehicle's lane or the occurrence of other objects in the blind 

spots. 

If the system detects a potential hazard, it alerts the driver through a visual or auditory warning. 

The warning is customizable depending on the severity of the situation, and can also be adjusted 

based on the driver's preferences. 

The system operates in real time by continuously processing the sensor and camera inputs and 

generating warnings as soon as a potential hazard is detected. The system was designed to be 

reliable and accurate, with a low false positive rate to avoid unnecessarily alarming the driver. 

3.10 Lane Detection Data Collection 

The dataset used in this project consisted of two open-source datasets: the TuSimple dataset 

and the Det dataset. The TuSimple lane detection dataset contains a large number of annotated 

images and corresponding lane markings. It provides diverse road scenarios and lane 

configurations, making it suitable for training and evaluating lane detection models. 

Additionally, the DET dataset, another open-source dataset, was also utilized to enhance the 

training process. By combining these two datasets, a more comprehensive and diverse range of 

lane detection scenarios was covered, contributing to the overall effectiveness and 

generalizability of the trained model. 
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The DET dataset consists of raw event data from 5424 images of 1280×800 pixels. The dataset 

was split into 3 sets with 3796 for training, 813 for testing, and 813 for validation. The dataset 

encompasses various traffic scenarios and roads. To enable evaluation and benchmarking, all 

images in the DET dataset are annotated using a multi-class segmentation format (Cheng et al., 

2019). 

The TuSimple dataset encompasses a comprehensive collection of 6408 road images 

specifically captured on highways. Each image within the dataset possesses a resolution of 

1280×720 pixels, ensuring a consistent and standardized format. To facilitate effective data 

management and evaluation, the dataset is divided into distinct subsets, including 3626 images 

assigned for training purposes, 358 images allocated for validation, and 2782 images 

designated for testing (Kaggle, 2023). Particularly noteworthy is the TuSimple test set, 

constituting the testing subset, which comprises images captured under diverse weather 

conditions. This inclusion of varying weather scenarios within the dataset enables a robust 

assessment of algorithms and models across a broad spectrum of real-world driving situations 

(Yoo et al., 2020). 

3.11 Training of the Lane Detection Model 

The training of the lane departure model utilized the MobileNet architecture as the core neural 

network of the model. The training process was configured using the YAML file, which 

contained settings such as the learning rate, optimizer, and other hyperparameters. The training 

was conducted for 100 epochs, and a batch size of 5. The optimizer used a momentum value 

of 0.9 to accelerate gradient descent and dampen oscillations. Each epoch processed 5 batches, 

determining the number of iterations required for a complete epoch. 

3.12 Implementation of the Blindspot Detection Module 

This section presents the implementation details of a Blindspot Detection Module aimed at 

enhancing road safety, especially for buses. The system utilizes a Raspberry Pi 4 Model B and 

various components, including ultrasonic sensors, LEDs, an accelerometer, a camera, and a 

speaker. The goal is to provide real-time monitoring and alert the driver about potential hazards 

in the blind spot regions. 

The system utilises a Raspberry Pi 4 Model B as the central processing unit. It employs 

proximity sensors, installed on different points of the bus, to cover the blind spots effectively. 
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The monitoring system can be scaled to include more sensors for additional blind spot 

coverage. The motion sensor used is the MPU6050 accelerometer, which detects the bus's 

motion to activate the system. The camera is used for capturing live feeds of objects around the 

bus. 

The graphical user interface was designed using the Kivy python module due to it being robust 

and open-source and facilitating app development with innovative user interfaces, including 

support for multi-touch functionalities. The versatility of Kivy allows it to run on various 

platforms including the Raspberry Pi. 
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CHAPTER FOUR 

RESULTS AND DISCUSSION 

4.1 Findings from the Respondents 

During the requirements gathering stage, a total of 122 responses were received from different 

respondents who included bus drivers and passengers. 85.7% of these respondents were male 

while the remaining 14.3% were female as shown in Fig. 1. The reason for this gap in the 

demographics of the respondents is because the majority of the respondents as shown in Fig. 2 

were bus drivers who are predominantly male but this however doesn’t affect the study findings 

in anyway. 

 

Figure 1:     Demographic information of the respondents 

 

Figure 2:      Responses from respondents regarding whether they are bus drivers 

The respondents were asked whether their vehicles have a lane departure warning and 

Blindspot Detection system and it was noted that all 122 respondents did not have this system 
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in their vehicles as shown in Fig. 3. This therefore signifies an existing gap hence the need to 

develop this system. 

 

Figure 3:     Respondents on whether their vehicles have a lane detection and blind spot 

monitoring system 

The project also went out to understand whether the respondents believed that unintended lane 

departures and objects in blind spots have led to several road accidents. 96.8% of the 

respondents believed that it's true while 3.2% believed that it's not the case as shown in Fig. 4. 

This therefore presented a significant need to develop the BSD and LDW system that would 

reduce these road accidents and improve road safety. 

 

Figure 4:     Responses on whether unintended lane departures and objects in the blind 

spots have led to road accidents 

The respondents were also asked whether it was necessary to have deep learning-based BSD 

and LDW system where 83.9% believed that it was necessary and answered with “Yes” while 

the remaining 16.1% believed that it was “Maybe” necessary to have this system as shown in 



24 
 

Fig. 5. This result therefore demonstrated the need to develop this system owing to the fact that 

the majority of the respondents found it necessary. 

 

Figure 5:     Responses on the necessity of the developed system 

The 87.1% of the respondents believed that the project would impact road safety while the 

other 12.9% answered “Maybe” to this question as shown in Fig. 6.  Thus, most of the survey 

participants believed that this project would impact the safety of all road users. 

 

Figure 6:     Responses on whether the developed system impacts safety of drivers and 

other road users 

Respondents were asked whether they had been involved in an accident caused by lane 

departure and or blind spots. The study found that 51.6% of the respondents had previously 

been involved in an accident caused by lane departure and or blind spots. Figure 7 represents a 

significant portion of the sampled population and demonstrates a critical need for developing 

this system. 
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Figure 7:     Respondents on whether they have been involved in an accident caused by 

lane departure and or blind spots 

Respondents were also asked about the types of roads that they often drive on as shown in Fig. 

8. From the findings, most respondents representing 96.8% normally used Highways followed 

by city streets (80.6%), residential streets (48.4%) and lastly rural roads at 9.7%. 

 

Figure 8:     Responses on the most often used roads 

Respondents were also asked how important it is for ADAS systems to provide feedback to the 

driver. The majority of the respondents representing 80.6% believed that this was very 

important while 16.1% believed that it was somewhat important. The 3.3% of the respondents 

remained neutral on this particular question (Fig. 9). 
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Figure 9:     Responses on how important it is for ADAS systems to provide feedback 

4.2 System Requirement Results 

4.2.1 Functional Requirements  

The functional requirements for the BSD and LDW system are outlined. In Table 4 to 7.  

(i) Use Case – 001: Lane Departure Warning  

Table 4:     Requirements for lane departure warning 

Purpose 
To continuously monitor the vehicle's position within the 

lane and detect potential lane departure events. 

Requirements Traceability 

REQ-LDW-001 
The system shall be able to detect and 

classify lane markings on the road. 

REQ-LDW-002 

The system shall be able to determine 

the vehicle's position relative to the 

detected lane markings. 

REQ-LDW-003 

The system shall be able to calculate 

deviation from the lane centre and 

evaluate the severity of departure. 

REQ-LWD-004 

The system shall be able to provide 

timely and accurate warnings to the 

driver, such as audible alerts to prompt 

corrective action. 

Priority High Priority 
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(ii) Use Case – 002: Blind Spot Detection 

Table 5:     Requirements for blind spot detection 

Purpose To continuously detect the presence of other vehicles or 

objects in the blind spots. 

Requirements Traceability 

REQ-BSD-001 The system shall monitor areas adjacent 

to the vehicle, typically the sides and 

rear. 

REQ-BSD-002 The system shall be able to detect and 

identify other vehicles or objects in the 

blind spots. 

REQ-BSD-003 The system shall be able to provide 

timely and accurate warnings to the 

driver, such as audible alerts to prompt 

corrective action. 

Priority High Priority 

(iii) Use Case – 003: User Interface 

Table 6:     Requirements for the user interface 

Purpose 
To provide a user-friendly interface that displays warnings 

and system status to the driver  

Requirements Traceability 

REQ-UI-001 

The system shall be able to present clear 

and intuitive visual feedback, such as icons 

or graphical overlays, to indicate lane 

departure or blind spot alerts. 

REQ-UI-002 

The system shall be capable of displaying 

relevant information, such as the position 

of detected objects or the vehicle's current 

lane status. 

REQ-UI-003 

The user interface shall be easy to 

understand and minimally distracting to the 

driver. 

Priority High Priority 
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(iv) Use Case – 004: System Integration 

Table 7:     Requirements for system integration 

Purpose 

To seamlessly integrate the BSD and LDW system with the 

vehicle's existing electrical and control systems, ensuring 

compatibility and smooth operation. 

Requirements Traceability 

REQ-SI-001 

The system shall be capable of interfacing 

with the vehicle's CAN bus or other 

communication protocols to exchange data 

and commands. 

REQ-SI-002 

The system shall be integrated with the 

vehicle's power supply and electrical 

architecture to ensure reliable operation. 

Priority High Priority 

4.2.2 Non-functional Requirements  

The non-functional requirements for this system are outlined in Table 8. 

Table 8:     Non-functional requirements 

Requirement  Description  

Security  

The system and its subcomponents shall ensure secure protection 

and encryption for purposes of safeguarding the data being 

processed, stored and transmitted. 

Performance  
The system shall be able to process computations in real-time with 

no delays. Lane and Blindspot detection shall be in real-time. 

Usability  
The system shall be easy to use by bus drivers and other system 

operators. 

Availability  The system shall be available always whenever required.  

Robustness  
The system shall have failsafe mechanisms in events of loss of 

connectivity or loose connections.  

4.3 System Design Results 

The system comprises of ultrasonic sensors, MEMS, Raspberry Pi, Camera, Display Screen, 

Buzzer and LEDS as illustrated in Figs. 12 and 13 
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Figure 10 shows the system design with an alert mechanism to alert the driver as well as a 

display dashboard to show the monitor, analyse and show the status of the system. 

 
Figure 10:   System design 

The BSD and LDW system works by continuously monitoring the vehicle's surroundings using 

a combination of sensors and cameras. The sensors detect the proximity of the vehicle relative 

to other vehicles or pedestrians, while the cameras capture images of the road lanes as well as 

other vehicles and pedestrians. These inputs are processed by a deep learning algorithm to 

detect any deviations from the vehicle's lane or the occurrence of other objects in the blind 

spots. 

If the system detects a potential hazard, it alerts the driver through a visual or auditory warning. 

The warning is customizable depending on the severity of the situation, and can also be adjusted 

based on the driver's preferences. 

The system operates in real time by continuously processing the sensor and camera inputs and 

generating warnings as soon as a potential hazard is detected. The system was designed to be 

reliable and accurate, with a low false positive rate to avoid unnecessarily alarming the driver. 
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Figure 11 shows the conceptual diagram of the system demonstrating how the different 

components are mounted in the Kayoola Bus. 

 
Figure 11:   Conceptual diagram of the system 

The ultrasonic sensors constantly detect objects within the 1m proximity of the bus. The object 

coordinates are mapped internally to determine whether the detected object is within the 1m 

range of detection. 

The objected detection model running in the background thread is used to detect the type of 

object. This model is trained to accurately detect and classify pedestrians, motorcycles and 

vehicles. Other objects can be detected but are not classified by the model. 

The detected objects are displayed on the Graphical User Interface with their approximate 

positions relative to the bus. The GUI also shows the number of detected objects during the 

active mode of operation. 
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Figure 12:   Breadboard circuit 

The hardware implementation of the above breadboard circuit is shown in Fig. 13. The 

Raspberry Pi is used as the main processor responsible for running the deep learning models 

as well as the Graphical User Interface.  
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Figure 13:   Hardware setup 

4.4 System Development Results 

4.4.1 Training Process 

During the training process, several steps were followed to optimize the model. Firstly, the 

random seed value of 125 was used to ensure reproducibility of the results. The torch backends 

were configured with deterministic behaviour, while the benchmark mode was disabled to 

prioritize consistency over efficiency. 

The training loop consisted of a total of 100 epochs, with the option to resume training from a 

specific epoch. The model optimization utilized the Adam optimizer at an initial learning rate 

of 1e-7. The beta values of (0.9, and 0.999) were used for computing the moving averages, and 

an epsilon value of 1e-08 was added for numerical stability. Additionally, a weight decay of 

5e-4 was applied to regularize the model's weights.  
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For logging and visualization, the TensorboardX library was utilized to track the training 

progress. Training and validation losses were logged for each epoch, allowing for the 

assessment of model convergence and performance.  

By following this training process, the model was optimized and trained to accurately detect 

lanes in images or video frames, providing valuable insights for autonomous driving and other 

computer vision applications. Figs. 14 and 15 show the training process for the first and one 

hundredth epoch respectively. 

 

Figure 14:   Training process for the first epoch 

 

Figure 15:   Training process for the 100th epoch 
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4.4.2 Lane Detection Training Results 

The training was done for a total of 100 epochs using the MobileNet backbone and the Cross-

Entropy loss function for optimizing the model's parameters. The training progress was tracked, 

and the model’s performance was determined every 5 epochs. Training and validation losses 

were plotted over the epochs, allowing for the visualization of the model's convergence and the 

identification of any overfitting or underfitting issues. 

The evaluation of the lane detection model was carried out on two distinct datasets, DET and 

TuSimple while benchmarking against state-of-the-art algorithms. The Convolutional Neural 

Network for the detection of lane lines was trained for 100 epochs on 12 344 images and 

validation of the model was carried out on 873 images as shown in Figs.16 and 17. The training 

loss was computed per iteration and the loss plot is as shown in Fig. 16. 

 
Figure 16:   Training loss per iteration 

The training loss was also computed for each entire epoch and the plot in Fig. 17 shows the 

training loss per epoch for the 100 epochs. 
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Figure 17:   Training loss per epoch 

Figure 18 shows the IoU plot calculated on the validation dataset per epoch. This illustrates the 

measure of the accuracy of the model’s segmentation predictions. 

 
Figure 18:   Mean intersection over union (IoU) plot 

4.4.3 Evaluation Metrics 

To assess the model's performance, the project employed several key metrics: F1 score, 

Intersection Over Union (IOU) and Accuracy. These metrics were calculated from the true 

positives and true negatives during training. IOU quantifies the overlap between predicted and 
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actual bounding boxes, while the F1 score balances precision and recall. Our model achieved 

an F1 score of 0.7759. Overall Accuracy, a measure of the model's correctness across all 

classes, was determined as the ratio of correct predictions to total instances. 

In this study, a comparative analysis of the model was conducted with the current state-of-the-

art methods. Table 9 presents the evaluation results of our model on the DET Dataset alongside 

other state-of-the-art approaches. 

Table 9:     Comparative analysis of the model’s performance with the state-of-the-art on 

the DET dataset 

Model Mean F1 Score (%) Mean IoU (%) 

FCN (Cheng et al., 2019) 60.39% 47.36% 

SCNN (Pan et al., 2017) 70.04% 56.29% 

RefineNet (Cheng et al., 2019) 63.52% 50.29% 

DeepLabv3 (Cheng et al., 2019) 59.76% 47.30% 

LaneNet (Cheng et al., 2019) 69.79% 53.59% 

Our model 77.59% 65.26% 

With a mean F1 Score of 77.59% and a mean IoU of 65.26%, our model compares favourably 

with other works in literature such as FCN, DeepLabv3, RefineNet, LaneNet, and SCNN on 

the DET dataset. 

We further assessed the model's performance using the TuSimple dataset, and the outcomes 

were compared to the current state-of-the-art, as outlined in Table 10. 

Table 10:   Comparative analysis of the model’s performance with the state-of-the-art 

frameworks on the TuSimple dataset 

Model Accuracy (%) 

ResNet-18 (Hou et al., 2019) 92.69% 

LaneNet (Neven et al., 2018) 96.38% 

SCNN (Pan et al., 2017) 96.53% 

Our Model 97.96% 
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Table 10 provides a comparative analysis of our model's performance against state-of-the-art 

frameworks on the TuSimple dataset, with a focus on accuracy. With an overall accuracy of 

97.96%, our model compares favourably with the state-of-the-art models ResNet-18, LaneNet 

and SCNN. 

These metrics reflect the model's ability to accurately identify and track lanes, crucial for 

preventing lane departures and ensuring safe driving behaviour. The obtained detection 

accuracy implies that the model correctly classifies 97% of the road lanes accurately which is 

a key requirement in ensuring an effective lane departure warning system. The F1 score 

balances precision and recall ensuring that our model correctly identifies lanes (precision) and 

does not miss any lanes (recall). The IoU measures the overlap between the predicted and 

ground truth lanes ensuring that the lanes predicted by the model align closely with the actual 

lanes on the road. Together, these metrics underscore the model's direct impact on road safety, 

ensuring a reliable advanced driver assistance system. 

4.4.4 Blindspot Detection and GUI Implementation 

The graphical user interface was designed using the Kivy python module due to it being robust 

and open-source and facilitates app development with innovative user interfaces, including 

support for multi-touch functionalities. 

The GUI encompasses three primary display screens: the landing screen, the passive mode 

screen, and the active mode screen. The landing screen serves as an initial view when the 

system starts, giving the user the impression, that background initializations are occurring.  

The active mode screen has a vertical stack of interactive widgets that offer valuable 

information and enable user interactions. These include system status, categories of the 

detected objects, detected objects, and volume control. 

The passive mode screen represents the state of the GUI when the system is not yet running 

fully. The system logic governing the ultrasonic sensors and LED indicators remains inactive. 

However, the accelerometer logic continuously senses motion and transitions the system into 

active mode once the vehicle starts moving. By interacting with the system status switch on the 

GUI, the system user also has the option to switch to the Active mode.  
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Figure 19:   Passive mode screen 

The active mode screen is the central focus of the GUI, where the main functionalities of the 

system are carried out. It displays a 2D map of a bus on a large canvas, featuring a green dashed 

boundary line placed at a distance of 1 meter away from the bus. As objects are detected by the 

ultrasonic sensor, their identities are retrieved from a thread running the object detection model. 

The icon displayed for each object corresponds to the type of object detected by the model. 

 
Figure 20:   Active Mode Screen 
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The blind spot detection module was integrated with the object detection model capable of 

identifying objects within images, recorded videos, or live streams. The primary objective of 

this model is to accurately recognize and categorize objects located in the blind spot area, 

enabling the driver to make informed decisions. The model was trained to accurately identify 

humans, vehicles, and bikes (including bicycles and motorcycles). 

 
Figure 21:   Monitoring mode with object detection 

4.4.5 Prototype Development  

The prototype of the developed system was set up and tested in the Kayoola EVS. This included 

offboard tests that were aimed at ensuring that the prototype was ready for deployment in the 

Kayoola EVS. The setup of the offboard tests is shown in Fig. 22. 
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Figure 22:   Offboard testing in the Kayoola EVS 

The setup of the prototype included the integration of the different system components in the 

Kayoola EVS. These components included the system control unit, the cameras, proximity 

sensors, display unit among others. 

Integration of the system cameras included the installation of 3 camera modules on the bus. 

Two cameras were installed on the right and left-hand side of the vehicle just around the side 

mirrors. These were installed in such a way that they give the widest camera angle for detecting 

objects in the blindspots. Figure 23 shows the installation of the side cameras on the bus. 
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Figure 23:   Installation of the right and left-hand side cameras 

The third camera was installed on the dashboard mainly for lane departure detection. This 

camera was mounted in such a way that it captures the entire road profile as shown in Fig. 24. 

 

Figure 24:   Installation of the dashboard camera 

The integration of the proximity sensors involved 4 radar sensors installed at the rear of the bus 

and 2 sensors installed at the sides. These sensors were positioned in such a way as to be able 

to detect objects in the blindspot regions along the bus profile as shown in Fig. 25. 
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Figure 25:   Integration of proximity sensors 

The system control unit consisting of the Raspberry Pi as the central processing unit was 

installed in the vehicle dashboard. The components were firmly installed in the dashboard as 

shown in Fig. 26. 
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Figure 26:   Integration of the system processing unit in the dashboard 

The display of the system was connected to the already installed 4-inch display of the Kayoola 

EVS. The display is well-fitted in the dashboard and offers an excellent view for the driver.  

Figure 27 shows the integration and graphical user interface implementation of the system. 
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Figure 27:   Integration of the display in the Kayoola EVS Bus 

4.5 System Testing Results 

Extreme Programming (XP) offered several testing techniques that were utilized to improve 

software quality. These include Acceptance Test-Driven Development, Exploratory Testing 

and Test-Driven Development. The TDD involved writing a test case before the code was 

implemented and continuously testing throughout development. The ATDD ensured the 
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involvement of stakeholders in the creation of acceptance criteria and tests to ensure that the 

software meets requirements.  

The hardware testing involved unit and integration tests which were iteratively carried out 

during each sprint. Unit testing was performed for each use case, and integration testing ensured 

that the different subsystems worked together correctly. Finally, the entire system testing 

ensured that the system functions correctly and is usable by the target users as shown in  Table 

11. 
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Table 11:   System testing results 

Requireme

nt  
Test Case Precondition Purpose 

Post 

Condition 

Test 

Score 

REQ-

LDW-001 

Identification 

and 

Classification 

of Road Lane 

Markings 

The vehicle is 

in motion on a 

road with 

clearly visible 

markings 

The system is 

powered on 

The system is 

in the Active 

mode 

Verify that the 

system detects and 

classifies lane 

markings on the 

road. 

The system 

accurately 

classifies the 

detected lane 

markings 

Pass 

REQ-

LDW-003 

Calculation of 

the deviation 

from the lane 

centre 

The system 

has accurately 

detected the 

road lane 

markings 

Verify that the 

system can 

calculate the 

deviation from the 

lane centre and 

evaluate the 

severity of 

departure. 

The system 

accurately 

calculates the 

deviation 

from the lane 

center 

Pass 

REQ-

LDW-004 

Lane 

departure 

alarms Test 

The vehicle 

has deviated 

away from the 

lane 

Verify Alarm 

Triggers are 

enabled and 

disabled 

The system 

can provide 

timely and 

accurate 

audio and 

visual 

warnings to 

the driver 

Pass 

REQ-BSD-

001 

Blind Spot 

Monitoring 

Test 

The system is 

in active mode 

and the 

cameras are 

powered 

Verify that the 

system can monitor 

the areas adjacent 

to the vehicle, 

typically the sides 

and rear. 

The system 

can monitor 

the areas 

adjacent to 

the vehicle 

Pass 

EQ-BSD-

002 

Object 

Detection Test 

The presence 

of objects in 

the blind spots 

Verify that the 

system can detect 

and identify other 

vehicles or objects 

in the blind spots. 

The system 

detects the 

objects in the 

blind spots 

Pass 
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Requireme

nt  
Test Case Precondition Purpose 

Post 

Condition 

Test 

Score 

REQ-BSD-

004 

Blind spot 

alarm test 

Detected 

objects in the 

Blind spots  

Verify that the 

system can provide 

timely and accurate 

warnings to the 

driver, such as 

audible alerts to 

prompt corrective 

action. 

The system 

triggers 

audio and 

visual alarms 

Pass 

REQ-UI-

001 

Alarm display 

test 

Detected 

objects in the 

Blind spots 

The system shall be 

able to present clear 

and intuitive visual 

feedback, such as 

icons or graphical 

overlays 

The GUI 

displays the 

visual alert 

and feedback 

Pass 

REQ-UI-

002 

GUI display 

test 

Detected 

lanes and 

objects in the 

Blind spots 

The system shall be 

able to display 

relevant 

information, such 

as the position of 

detected objects or 

the vehicle's 

current lane status. 

The GUI 

displays the 

position and 

number of 

detected 

objects and 

lane status 

Pass 

REQ-UI-

003 
  

The user interface 

shall be easy to 

understand and 

minimally 

distracting to the 

driver. 

 Pass 

REQ-SI-

001 

CAN 

integration 

test 

The vehicle is 

in start mode 

Verify that the 

system can 

interface with the 

vehicle's CAN bus 

and other 

communication 

protocols to 

exchange data and 

commands. 

The system 

can 

communicate 

with other 

vehicle 

systems 

Pass 

REQ-SI-

002 
Power on test 

The Vehicle is 

in start mode 

The system shall be 

integrable with the 

vehicle's power 

supply and 

electrical 

architecture to 

ensure reliable 

operation. 

The system 

powers on 

using the 

vehicle’s 

low-voltage 

supply 

Pass 
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4.6 System Validation Results 

User acceptance tests were carried out to ascertain whether the developed system addressed the 

needs of the prospective users. The tests were carried out with a total of 125 drivers and 

passengers from Kiira Motors Corporation to validate the functionality of the system. Teble 12 

shows the summary of the system validation results. 

Table 12:   System validation results 

Criteria Purpose Evaluation Metrics Test Score 

Ease of Use 
To verify whether the 

system is ready for use 

User interface clarity, 

intuitiveness, ease of 

interaction 

Pass 

Impact on Road Safety 

To verify whether the 

system will positively 

impact road safety 

Reduction in accidents, 

improved safety measures 
Pass 

Willingness to use the 

system  

To verify whether the 

participants are willing to 

use the system 

User feedback on system 

usability and acceptance   
Pass 

Readiness for 

deployment 

To verify whether the 

system is ready for 

deployment 

System stability, reliability, 

successful integration 
Pass 

Willingness to 

recommend the system 

To verify whether the 

participants will be willing 

to recommend the system to 

others 

User satisfaction, the 

likelihood of 

recommending to others   

Pass 

The first validation question was aimed at ascertaining whether the respondents believed that 

the developed system was ready for use. All the respondents believed that the developed system 

is easy to use as shown in Fig. 28. 
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Figure 28:   Respondents regarding the ease of use of the system 

The respondents were also asked whether the system would improve road safety. The 86.7% 

of the respondents believed that the developed system would improve road safety. The 

remaining 13.3% of the respondents were neither in disagreement but also believed that the 

developed systems might maybe improve road safety as shown in Fig. 29. 

 

Figure 29:   Respondents on whether the developed system will improve road safety 

The respondents were also asked about their willingness to use the developed system. The 

100% of the respondents were all willing to use the developed system in a bus as shown in Fig. 

30. This data shows that the majority of the stakeholders are willing to adopt the developed 

system to improve the safety of the vehicles.  
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Figure 30:   Respondents regarding their willingness to use the developed system 

On the sufficiency of the alert mechanisms integrated into the system, 92.3% of the respondents 

suggest that the mechanisms are sufficient while 7.7% suggest that there is a need for 

improvement of the alert mechanisms deployed as shown in Fig. 31. This feedback indicates 

that the alert mechanisms integrated into the developed system are considerably sufficient. 

 

Figure 31:   Respondents Regarding Sufficiency of the Alert Mechanisms 

Regarding the system readiness for deployment, 80% of the respondents strongly agree and 

20% agree that the system is ready for deployment as shown in Fig. 32. This illustrates that the 

developed system as validated by the end-users is ready for deployment in the real-world 

environment. 
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Figure 32:   Respondents regarding the system readiness for deployment 

The 100% of the respondents were willing to recommend the developed system to others as 

shown in Fig. 33. This implies that the system meets the user's needs and thus is ready to 

recommend it to other users. 

 
Figure 33:   Respondents regarding their willingness to recommend the developed system 

4.7 Discussion 

During the requirements gathering phase, all participants unanimously agreed on the 

importance of incorporating a deep learning-based Blind Spot Detection (BSD) and Lane 

Departure Warning (LDW) system. However, none of the respondents had such a system 

installed in their vehicles. This data highlighted a significant gap, emphasizing the necessity of 

implementing the system with the primary objective of enhancing road safety. Furthermore, all 

participants unanimously agreed that the project would enhance the safety of bus drivers, 

passengers, and other road users. 



52 
 

Every respondent in the study recognized the absence of BSD and LDW systems in their 

vehicles, with a striking 96.8% indicating their belief that unintended lane departures and 

blindspot obstructions have contributed to numerous road accidents. This crucial statistic 

underscores the urgency and importance of developing the BSD and LDW system.The 

developed BSD and LDW system comprises a number of subsystems which include a sensing 

unit, camera monitoring, alerting, display unit and the central processor. The sensing unit is 

responsible for proximity sensing of the objects in the blindspots. The proximity sensor works 

by identifying the relative position of the object near the vehicle and triggering the respective 

camera which then captures the object. The detected object is then displayed on the GUI. Once 

the object is detected to be within the defined 1m from the bus, an audio and visual alert is 

sounded to notify the driver. The camera monitoring system is responsible both for monitoring 

the road lanes as well as tracking and identification of the objects in the blindspots. The alerting 

unit ensures that real-time alerts are triggered in the event of detected objects in the blindspots 

or unsafe lane departures. The alarms are both audio through the buzzers and visual through 

the graphical user interface. The graphical user interface relays real-time visual information to 

the driver and thus serves as the interface through which the driver interacts with the BSD and 

LDW system. The GUI displays information about detected objects, their distance from the 

vehicle, the position of the detected objects, the lane detection status, auditory volume controls 

and other relevant data. When an object is detected within the predefined 1-meter proximity, 

the visual alerts are triggered on the GUI ensuring that the driver is informed in real time. 

The developed system has stood out compared to the previous works in literature with a high 

level of accuracy and a non-intrusive alerting mechanism and GUI design. As opposed to the 

previous works where the BSD and LDW systems are developed and implemented 

independently, this study integrated both systems. The dual functionality of the proximity 

sensing and camera monitoring system for lane detection as well as tracking of objects in blind 

spots ensures that the driver is not only alerted to potential lane departures but is also provided 

with timely warnings about objects in immediate proximity, thereby improving road safety and 

reducing on accidents. The integration of a dual-alert system, comprising both audio alerts 

through buzzers and visual alerts on the Graphical User Interface (GUI), adds an extra layer of 

reliability. This multi-modal approach ensures that drivers receive alerts through different 

channels enhancing the timely response. 
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The outcomes of the system validation revealed a significant level of satisfaction among the 

respondents regarding the implemented system, with all respondents expressing willingness to 

utilize it. A majority (86.7%) of participants agreed that the system would enhance road safety, 

while a minority (13.3%) neither disagreed nor fully endorsed its potential for improving road 

safety. Furthermore, all participants found the system user-friendly and expressed readiness to 

recommend it to others. Their feedback highlighted the system's intuitive design and user-

friendliness, which facilitates its adoption. Participants acknowledged the system's potential to 

enhance road safety and appreciated the effectiveness of its alert mechanisms in providing 

timely audio and visual cues to drivers, enabling informed decision-making while driving. This 

positive feedback underscores participants' confidence in the system's functionality, reliability, 

and its ability to meet their Advanced Driver Assistance Systems (ADAS) requirements 

effectively.  
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATIONS 

5.1 Conclusion 

The project addressed a crucial gap in current automotive safety systems by developing an 

integrated Lane Departure Warning and Blind Spot Detection system using advanced deep 

learning techniques. Our prototype demonstrates the potential for improved real-time detection 

and enhanced vehicle safety. The Agile development approach, particularly Extreme 

Programming (XP), ensured efficient development progress throughout the project.  

Our model attained a mean F1 Score of 77.59% and a mean IoU of 65.26% on the DET dataset 

and an overall accuracy of 97.96% on the TuSimple dataset. These results compared favourably 

with other works in literature. On the TuSimple dataset, Hou et al. (2019) proposed a system 

based on ResNet-18 achieving an accuracy of 92.69%, Neven et al. (2018) proposed a system 

based on LaneNet achieving an accuracy of 96.38% and Pan et al. (2017) proposed a system 

based on SCNN achieving an accuracy 96.53%. With an accuracy of 97.96%, our model 

compares favourably with the state of the art on the TuSimple dataset. On the DET dataset, 

Cheng et al. (2019) proposed a model based on FCN achieving a mean F1 score of 60.39% and 

a mean IoU of 47.36%, RefineNet achieved a mean F1 score of 63.52% and a mean IoU of 

50.29%, DeepLabv3 achieved a mean F1 score of 59.76% and a mean IoU of 47.30%, LaneNet 

achieved a mean F1 score of 69.79% and a mean IoU of 53.59%, and Pan et al. (2017) proposed 

a model based on SCNN achieveing a mean F1 score of 70.04% and a mean IoU of 56.29%. 

With a mean F1 Score of 77.59% and a mean IoU of 65.26%, our model compares favourably 

with the state of the art on the DET dataset. 

The system was designed to be non-intrusive to the driver with the alert mechanisms integrated 

in such a way that the driver gets real-time notifications through sound alerts as well as via the 

display screen. The system was successfully tested in the Kayoola EVS and was able to achieve 

the intended purpose. This study addresses a substantial research gap and provides a tangible 

solution to urgent road safety issues, benefiting not only Kayoola Buses but also the broader 

East African region. 
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5.2 Recommendations  

Kiira Motors Corporation should ensure further development of this system to ensure that the 

technology is mature enough for rollout in all the Kayoola buses. The system being a camera 

based requires infrared cameras to improve the accuracy of detection during low light and night 

conditions. This will further improve the accuracy of the system and ensure accurate alerts are 

sent to the driver during these driving scenarios. This system has been tested and is premised 

to improve the safety of drivers, passengers and other road users. The future works should 

therefore explore and analyse the impact of the developed system and how it has improved 

pedestrian and vehicle safety. 

The developed system employs deep learning methodology which has demonstrated great 

results across different road traffic scenarios. Researchers can explore the implementation of 

the system using Internet of Things (IoT) approach to explore potential benefits and drawbacks 

in comparison with the developed system. 

5.3 Future Works 

Further research should be carried out to implement Vehicle-to-Vehicle (V2V) and Vehicle-

to-Infrastructure (V2I) communication. Interconnected communication networks between 

vehicles and infrastructure elements will significantly enhance the accuracy and overall 

reliability of the system. The V2V communication will allow vehicles to exchange critical 

information, such as position, speed, and intentions, in real-time while V2I communication will 

ensure the exchange of information between vehicles and infrastructure components like traffic 

signals and road signs. This communication will ensure that vehicles are not only aware of each 

other but also the surrounding infrastructure, contributing to a more comprehensive and 

responsive ADAS. 

Future research should also consider integrating the ADAS system with the rest of the vehicle's 

electronic components through the Controller Area Network (CAN) to facilitate seamless 

communication between the ADAS and various electronic components within the vehicle, 

allowing for real-time data exchange. This integration will enable a more holistic approach to 

data gathering, analysis, and decision-making, contributing to improved accuracy. 
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